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Social media was expected to liberate the individual and erode the 
power of the gatekeepers of information. As it turned out, that power 
did not disappear. It merely transformed and, to an extent, changed 
hands. The most significant tech companies – such as Facebook, 
Google and Twitter – grew into global giants, the gatekeepers of the 
digital age. The age of algorithm-driven information selection and 
channelling was ushered in.

This development not only transformed the mechanisms and 
processes of gatekeeping but also changed our understanding of 
gatekeeping. Indeed, gatekeeping is taking different forms in both 
liberal democracies and authoritarian countries. Twenty-first-century 
communications technology provides opportunities for promoting 
democracy, but also for suppressing people’s rights and the freedom of 
information. This working paper discusses the meaning of gatekeeping 
in the digital age and what form gatekeeping could ideally take from the 
perspective of society.
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Foreword

Over the past two decades, much of our daily 
life has moved into a digital environment. 
While this change has happened quickly, vari-
ous digital services are now so closely inter-
twined with daily life that it is difficult to 
imagine life without search engines, the digital 
products of media companies, social media, 
streaming services and the internet in general. 
Various digital services, the platforms that 
provide them and the algorithms developed by 
those platforms have quite inconspicuously 
assumed a significant position of power with 
regard to what kinds of information we are 
provided with, shaping the personalised media 
landscape that is presented to each of us based 
on the data that is collected about us.

This working paper Gatekeeping in the 
digital age, provides an insight into the nature of 
digital power and its different dimensions by 
taking the gatekeeping theory from communica-
tions studies, from the age of mass communica-
tion, and applying it to the digital environments 
of the 2020s. Past Sitra publications, including 
Media Influence on Society (2021) and Tracking 
Digipower (2022), have shed light on the trans-
formation and future scenarios of the media 
environment, as well as on the nature of digital 
power that is based on the collection and use of 
data on individuals. This working paper comple-
ments and deepens the perspectives presented in 
the aforementioned publications by describing 
the different forms that gatekeeping takes in a 
hybrid media environment where information 
moves within and between various networks, 
and where practically anyone can be not only a 
receiver of information but also a sender and 
producer of information.

Building an increased understanding of the 
nature of digital power is important because the 
transformation of the information environment 
challenges, in many ways, the conventional 

assumptions regarding the resilience of democ-
racy and the information-related and skills-re-
lated preconditions for people’s participation in 
society. Compared to the media systems of the 
age of mass communication, the hybrid media 
environment also makes us more vulnerable to 
a different kind of influence through informa-
tion, the significance and scope of which has 
continued to grow globally over the past few 
years. Disruptive online activities – such as 
causing confusion, trolling and engaging in 
systematic information warfare – aim to erode 
our trust in each other, in decision-makers and 
in democracy in general. 

The objective of this working paper is to 
build a deeper understanding of the nature of 
the hybrid media environment and digital 
power. At the same time, it highlights issues of 
key significance for democracy. This working 
paper provides different audiences – such as 
media-sector participants, developers of 
democracy, organisations in the fields of educa-
tion and culture, and decision-makers – with 
food for thought and teaching materials. It also 
serves as inspiration for thinking about ways to 
improve the resilience of democracy at the 
systemic level. In addition, the working paper 
challenges the reader to think about what 
democratically sustainable gatekeeping and the 
European digital welfare state might look like in 
the future.

Veera Heinonen 
Director
Democracy and Participation
Sitra

Jukka Vahti
Project Director
Digital Power and Democracy
Sitra
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Tiivistelmä

Tässä työpaperissa analysoidaan, miten digitaa-
linen murros on muuttanut informaatiovirtoja 
ja tiedon portinvartijuutta. Portinvartijuudelle 
on monia määritelmiä, mutta viime kädessä 
kyse on vallasta: siitä, kenellä on kykyä vaikut-
taa siihen, mikä tieto tavoittaa kansalaiset ja 
kuinka sosiaalinen todellisuus rakentuu.

Yksi 2000-luvun näkyvimmistä muutok-
sista on ollut perinteisen uutismedian – radio, 
televisio, lehdistö – portinvartijavallan merkit-
tävä heikkeneminen. Internetin ja sosiaalisen 
median nousu ovat lisänneet tarjolla olevien 
informaatiokanavien määrää ja hajauttaneet 
portinvartijavaltaa. Suuri muutos on tapahtunut 
myös yleisön roolissa. Tiedon vastaanottajista 
on tullut myös potentiaalisia tiedon tuottajia, 
muokkaajia, kommentoijia, tykkääjiä ja 
seuraajia.

Vallan hajautuminen on kuitenkin vain yksi 
osa tarinaa. Merkittävimmistä alustayhtiöistä, 
kuten Facebookista, Googlesta ja Twitteristä on 
kasvanut globaaleja jättiläisiä, digitaalisen ajan 
portinvartijoita. Niiden portinvartija-asema tai 
-mekanismit eivät kuitenkaan ole samanlaisia 
kuin perinteisten uutismedioiden. Alustayhtiöt 
eivät itse tuota sisältöä, vaan valikoivat, kana-
voivat ja jakavat informaatiota automatisoitujen 
prosessien avulla. Yksilöiden ja toimittajien 
kaltaisten ammatillisten ryhmien suorittamasta 
kuratoinnista onkin siirrytty yhä kasvavassa 
määrin algoritmien suorittaman valikoinnin 
aikakauteen.

Teknologinen kehitys ei ole vain mullis-
tanut portinvartijuuden mekanismeja ja proses-
seja, vaan myös muuttanut ymmärrystä 
portinvartijuudesta. Perinteisten tiedotusväli-
neiden laajalti omaksuma ajatus portinvartijuu-

desta yhteiskunnallisena vastuutehtävänä  
– totuudellisuuden ja luotettavuuden puolusta-
jana – ei ainakaan toistaiseksi ole lyönyt läpi 
alustajättien eetoksessa. Päinvastoin ne ovat 
pidättäytyneet voiton maksimoinnin logiikas-
saan ja tyytyneet vain reagoimaan ongelmiin 
niiden ilmaantuessa.

Pohjoismaisen vahvan kansallisen media-
sääntelyn ja viestintäpoliittisen ohjauksen 
näkökulmasta alustayhtiöiden toiminnan 
globaali luonne on täysin uudenlainen haaste, 
joka tuntuu lamaannuttaneen kansalliset 
päätöksentekijät. Keskeinen kysymys on, miten 
demokratiaa vahvistavaa portinvartijuutta 
voidaan tukea tilanteessa, jossa kansallisen 
sääntelyn mahdollisuudet ovat rajatut. EU:n 
laaja digiajan portinvartijayrityksiin erityisesti 
kohdistuva datalainsäädäntöpaketti tulee 
tarpeeseen, mutta pohjoismaisesta mediasään-
telyn perinteestä katsottuna pelkkä riskien ja 
haittojen ehkäisyn näkökulma on kapea.

Portinvartijuus on ottamassa erilaisia 
muotoja niin liberaaleissa demokratioissa kuin 
autoritaarisissa maissa. 2000-luvun viestintätek-
nologia tarjoaa mahdollisuuksia niin demokra-
tian edistämiseen kuin kansalaisten oikeuksien 
ja tiedonvapauden tukahduttamiseen. Työpape-
rissa esitetään, että alustajättien sääntelyn ohella 
EU tarvitsee selkeämmän vision siitä, miten 
voimakkaasti se on valmis tukemaan demo-
kraattisia arvoja vahvistavaa portinvartijuutta 
sekä rajojensa sisällä että ulkopuolella. Polku 
kohti nykyistä terveempää informaatioympä-
ristöä ei todennäköisesti onnistu vain sääntelyä 
kehittämällä, vaan edellyttää rinnalleen myös 
länsimaisten arvojen kirkastamista ja panos-
tuksia omaan viestintäinfrastruktuuriin. 
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Sammanfattning

I detta arbetspapper analyseras på vilket sätt 
den digitala omvälvningen har förändrat infor-
mationsflödet och portvaktsfunktionen inom 
information. Portvaktsfunktionen kan definie-
ras på många olika sätt, men i sista hand är det 
frågan om makt: om vem som har förmågan att 
inverka på vilken information som når med-
borgarna och på vilket sätt den sociala verklig-
heten byggs upp.

En av de synligaste förändringarna på 
2000-talet har varit att portvaktsmakten inom 
de traditionella nyhetsmedierna – radio, TV, 
pressen – märkbart har försvagats. Uppgången 
för internet och de sociala medierna har ökat 
antalet tillgängliga informationskanaler och 
decentraliserat portvaktsmakten. Det har också 
skett en stor förändring i allmänhetens roll. De 
som tar emot information har också blivit 
personer som eventuellt producerar informa-
tion, redigerar, kommenterar, gillar och följer.

En decentralisering av makten är dock bara 
en del av historien. De viktigaste plattformsbo-
lagen, såsom Facebook, Google och Twitter, har 
vuxit till globala jättar, portvakter i den digitala 
tidseran. Deras portvaktsställning eller -meka-
nismer är dock inte likadana som de traditio-
nella nyhetsmediernas. Plattformsbolagen 
producerar inte själva innehåll, utan gallrar, 
kanaliserar och delar information med hjälp av 
automatiserade processer. Det kuraterande som 
tidigare har utförts av individer och journalis-
ters yrkesgrupper har i allt större omfattning 
överförts till en era med gallringar utförda av 
algoritmer.

Den tekniska utvecklingen har inte endast 
medfört en omvälvning av portvaktsfunktio-
nens mekanismer och processer, utan har även 
ändrat förståelsen för portvaktsfunktionen. Den 
tanke som de traditionella massmedierna i stor 
omfattning har anammat om att portvaktsfunk-

tionen har en samhällelig ansvarsuppgift – som 
försvarare av sanningsenlighet och tillförlit-
lighet – har åtminstone inte tills vidare slagit 
igenom i plattformsjättarnas etos. De har 
tvärtom i sin logik avstått från att maximera 
vinsten och nöjt sig med att endast reagera på 
problemen när de uppstår.

Med tanke på den kraftiga regleringen av 
de nationella medierna i Norden och den 
kommunikationspolitiska styrningen medför 
den globala karaktären hos plattformsbolagens 
verksamhet en ny slags utmaning som verkar 
ha lamslagit de nationella beslutsfattarna. En 
viktig fråga är på vilket sätt portvaktsfunk-
tionen som stärker demokratin kan stödjas i en 
situation där möjligheterna för en nationell 
reglering är begränsade. EU:s omfattande 
datalagstiftningspaket uppfyller ett behov, men 
med tanke på traditionen inom den nordiska 
medieregleringen är ett perspektiv som enbart 
omfattar risker och förebyggande av skador 
snävt.

Portvaktsfunktionen håller på att ta sig 
olika uttryck inom såväl liberala demokratier 
som auktoritära länder. Kommunikationstek-
niken på 2000-talet erbjuder möjligheter att 
såväl främja demokrati som kuva medbor-
garnas rättigheter och informationsfrihet. I 
arbetspappret föreslås att EU, utöver en regle-
ring av plattformsjättarna, behöver en klarare 
vision av hur starkt man är beredd att stödja en 
portvaktsfunktion som stärker demokratisk 
värderingar, både inom och utanför EU:s 
gränser. Vägen mot en hälsosammare informa-
tionsmiljö än den vi har idag lyckas sannolikt 
inte enbart genom att utveckla regleringen, utan 
förutsätter också ett förtydligande av de väster-
ländska värderingarna och satsningar på den 
egna informationsinfrastrukturen.
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Summary

This working paper analyses the way the digital 
transformation has changed information flows 
and the gatekeeping of information. There are 
many definitions of gatekeeping, but it ulti-
mately comes down to power: who has the 
ability to influence what information reaches 
people and how the social reality is constructed.

One of the most visible changes in the 21st 
century has been the significant decline in the 
gatekeeping power of traditional news media, 
namely radio, television and the press. The rise 
of the internet and social media has increased 
the number of information channels available 
and led to the decentralisation of gatekeeping 
power. There has also been a major change in 
the role of the audience. The receivers of infor-
mation have become potential information 
producers, editors, commenters, likers and 
followers.

The decentralisation of power is only one 
part of the story, however. The most significant 
tech companies – such as Facebook, Google 
and Twitter – have grown into global giants, the 
gatekeepers of the digital age. Their gatekeeper 
position and gatekeeping mechanisms are not 
the same as those of legacy media. The platform 
companies do not produce content themselves. 
Instead, they choose, channel and share infor-
mation through automated processes. Indeed, 
there has been a transition from curating 
performed by individuals and professional 
groups such as journalists to an era where 
content is increasingly curated by algorithms.

Technological development has not only 
transformed the mechanisms and processes of 
gatekeeping but has also changed our under-
standing of gatekeeping. While legacy media 

largely saw gatekeeping as a position of respon-
sibility in society, seeing themselves as 
defenders of truth and credibility, that idea has 
yet to gain a foothold in the ethos of the plat-
form giants. On the contrary, they have held on 
to the logic of profit maximisation, only 
reacting to problems when they emerge.

From the Nordic perspective of strong 
national media regulation and communications 
policies, the global nature of the operations of 
platform companies represents an entirely new 
challenge that seems to have paralysed national 
decision-makers. The question is how to support 
gatekeeping that strengthens democracy in a 
situation where the opportunities for national 
regulation are limited. The EU’s comprehensive 
package of data legislation will respond to a 
genuine need, but from the Nordic viewpoint of 
media regulation, the perspective of mere risk 
and harm prevention is a narrow one. 

Gatekeeping assumes various forms in both 
liberal democracies and authoritarian coun-
tries. The nature of 21st-century communica-
tions technology provides opportunities for 
promoting democracy but also for suppressing 
people’s rights and the freedom of information. 
The working paper proposes that, in addition to 
regulating the platform giants, the EU needs a 
clearer vision of how rigorously it is prepared to 
support gatekeeping that strengthens demo-
cratic values, both within and beyond its 
borders. The path to a healthier information 
environment is unlikely to be achieved merely 
by developing regulation. Regulation needs to 
be supported by fortifying Western values and 
investing in Europe’s own communications 
infrastructure.
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1. Introduction

Elon Musk, ranked as the world’s wealthiest 
person, acquired Twitter in October 2022 after 
a protracted and eventful takeover process. 
When Musk first acquired a stake of just under 
10 per cent in the company in April, he 
declared that Twitter needs to be transformed 
in order for the company to fulfil its potential 
as “the platform for free speech around the 
world” (Milmo 2022). Musk then launched a 
hostile takeover bid for Twitter, only to subse-
quently terminate the deal. It appeared that the 
matter would need to be resolved in a court of 
law. A trial was ultimately averted and Musk 
walked into Twitter headquarters in San Fran-
cisco in October. As he is wont to do, Musk 
used tweets to communicate his thoughts 
throughout the saga. He noted that a beautiful 
thing about Twitter is how it empowers citizen 
journalism, enabling people to disseminate 
news without an establishment bias. This 
reflected his view of Twitter as a common digi-
tal town square. That was followed by a short 
but carefully worded message: “the bird is 
freed”.

Known for its bird logo, Twitter has such a 
bad reputation to begin with that even active 
Twitter users often deride the quality of discussion 
on the platform and the mean-spiritedness of its 
users. In spite of that, it is the social media plat-
form with the biggest global reach, and it is the 
fastest platform for the dissemination of informa-
tion and the exchange of ideas. As the Financial 
Times columnist Simon Kuper put it: “If Socrates 
returned to earth, I like to think he’d start 
dialoguing on Twitter, probably in English for 
global reach” (Kuper 2022).

Twitter’s position in the public sphere is larger 
than its size due to the fact that politicians and 
experts actively use the platform and journalists 
pay close attention to it. Elon Musk himself has 
also become known as an active Twitter user. His 
tweets have not only bolstered his cult status but 

have also moved stock prices and caused concerns 
about meddling in world politics.

Musk’s first week as Twitter’s owner was 
exceptionally eventful. It highlighted the problems 
associated with both Twitter as a platform and 
Musk as its owner. First, Musk has immediately 
had to clarify the meaning of free speech on the 
platform, which is something he has extolled. He 
has mollified advertisers and promised to estab-
lish a content moderation council. Soon after the 
deal was confirmed, an exceptionally large 
amount of content was removed that pushed the 
platform’s rules regarding appropriate speech. 
Second, Musk himself experienced the limits to 
speech on the platform when he posted a tweet 
expressing suspicions about the motives behind a 
violent attack against the spouse of a Democrat 
politician. He subsequently deleted his tweet. 
Third, Musk fired Twitter’s entire Board of Direc-
tors and key executives.

The twists and turns of the Twitter takeover 
saga have brought Musk face to face with the 
question of what he thinks Twitter is, and what 
Twitter is in reality. In many respects, Musk 
represents Silicon Valley’s technolibertarian 
heritage but, as the company’s CEO, he needs to 
take a stance on the platform’s disinformation 
problem and recognise Twitter’s position as a key 
authority for people looking for information in 
the context of elections or geopolitics, for 
example. That is why many were surprised – and 
unsurprised – when Musk, as a new media baron, 
expressed an opinion on the US midterm elec-
tions. He urged all independent voters to vote for 
a Republican Congress given that the Presidency 
was in the hands of the Democrats.

Whatever Musk decides to do with his 
ownership of Twitter, his choices have tremendous 
impact. That is because Musk’s Twitter adventure 
is framed by questions that are larger than Twitter: 
what kind of public space do platform companies 
provide, and what responsibility do they have for 
the content they disseminate? For a long time, the 
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platform giants have been allowed to grow outside 
the regulatory structure that governs publishers, 
as law-makers have lacked the ability or willing-
ness to address the parallels between the legacy 
media business and publishing platforms in the 
realm of social media. Legacy media refer to 
journalistic news media in a hybrid media 
environment.

Facebook, for example, spent years claiming 
that the company is not a publisher or a media 
company, but rather a technology company. Still, 
social media has evolved into a de facto Fifth 
Estate, as described by Facebook CEO Mark 
Zuckerberg in 2019:

“People having the power to express them-
selves at scale is a new kind of force in the world – a 
'Fifth Estate' alongside the other power structures 
of society. People no longer have to rely on tradi-
tional gatekeepers in politics or media to make 
their voices heard, and that has important conse-
quences. I understand the concerns about how tech 
platforms have centralized power, but I actually 
believe the much bigger story is how much these 
platforms have decentralized power by putting it 
directly into people’s hands.” (Romm 2019)

The digital transformation and the growth of 
social media have led to the decentralisation of 
gatekeeping power, but the decentralisation of 
power is only one part of the story. The major 
platform companies, such as Twitter and Face-
book, are now global giants with hundreds of 
millions – if not billions – of active users. The 
European Union is in the process of drafting a 
comprehensive legislative package on digital 
services and markets. Its aims include clarifying 
the issue of liability for the dissemination of illegal 
or misleading content and extending that liability 
to platform economy operators.

Expectations concerning the legislative 
package are high, as the regulation of platform 
companies has long been non-existent relative to 
their position of power in society. One key obser-
vation regarding the EU’s Digital Markets Act is 
that the European Commission mentions “gate-
keepers” as a subset of large online platforms. The 
EU defines gatekeepers as companies that create 
bottlenecks between businesses and consumers, 
and that have an entrenched and durable position 

in the digital market. The EU’s definition of 
gatekeepers also indicates that platform compa-
nies have significant power over what kind of 
information reaches large audiences and how 
social realities are framed and constructed.

This working paper discusses the meaning of 
gatekeeping in the digital age, and what form 
gatekeeping could ideally take from the perspec-
tive of society. It is clear that Facebook’s position 
as a gatekeeper is not identical to that of the 
gatekeepers in the fields of legacy media and 
politics mentioned by Zuckerberg. Gatekeeping in 
the digital age differs in many ways from the idea 
of gatekeeping in the golden age of legacy media. 
Decisions made by individual journalists or 
editorial teams have now been paralleled – or 
superseded – by the automated information 
selection, channelling and dissemination technol-
ogies of online platforms.

This change has challenged not only the 
operating model of the legacy media but also its 
underlying values of truthfulness and reliability, 
which have – at least at the level of ideals – also 
held up the political public sphere in the Western 
world. In a networked political public sphere, 
radio, TV and newspapers – and their publishers 
– are not the rulers of the media system, but
rather mere mortals who are constantly fighting
for the audience’s trust.

Gatekeeping is also different when examined 
globally at the macro level. Controlling the infor-
mation environment has become a key area of 
power politics in both domestic and foreign 
policy. The geopolitical and geo-economic 
struggle between the world’s major  powers 
increasingly extends to the digital landscape and 
the question of who controls data and information 
flows.

In recent years, the European Union has 
emerged as a leader in regulation, one whose 
definitions and choices have at least an indirect 
impact around the world. Be that as it may, the 
EU’s power is limited. Over the past couple of 
years, it has become clear that democracy has 
weakened in many parts of the world in the wake 
of the transformation of the information environ-
ment. Authoritarianism and outright censorship 
have found new forms in the digital age.
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This working paper has a twofold objective. 
First, we will examine how technological progress 
has changed not only our understanding of 
gatekeeping but also the mechanisms and 
processes of gatekeeping. We believe that gate-
keeping theory provides an insight into how the 
information and media environment is reorgan-
ising after the digital transformation and content 
confusion. Second, we will discuss how gate-
keeping is manifested in today’s global media 

environment and what kind of gatekeeping 
supports pluralistic democracy in the best possible 
manner.

Recognising the gatekeepers and forms of 
gatekeeping in the 2020s is a step towards better 
policy decisions, better regulation and better 
choices for people. While gatekeeping has 
changed in form, the power and responsibility 
that come with being a gatekeeper have not lost 
their significance.

What is gatekeeping?

The original gatekeeping theory is credited to the social psychologist Kurt Lewin, who 
modelled how food makes its way to a family’s dining table through different channels. 
Lewin aspired to understand how people can bring about widespread changes in society. In 
his theory, he sought to reveal the most effective ways to influence people’s eating habits 
(Deluliis 2015). Lewin recognised how different forces influence whether different food 
items enter different parts of a channel. The gatekeeper, such as a housewife, was the one 
making decisions on which food items entered the channel. Instead of seeking to educate 
all people, it would be more effective to promote change by influencing channels and 
gatekeepers. When Lewin drew comparisons between the passage of food items through 
a channel to the dining table and the passage of news items through communication 
channels, he opened the door for the development of gatekeeping theory (Lewin 1951).

Lewin’s simple model has inspired generations of media scholars to think about how 
information reaches its audience. Gatekeepers influence which pieces of information in 
society move through channels, and in what form. Pamela J. Shoemaker (1991) defined 
gatekeeping as the process of selection by which the billions of messages available in the 
world each day are transformed into the merely hundreds of messages that might then 
reach a given person. Shoemaker and Tim P. Vos (2009) later phrased this by describing 
gatekeeping as the process of culling and crafting “countless bits of information into 
the limited number of messages that reach people every day”. In other words, being a 
gatekeeper means exercising control over what information reaches society and how social 
reality is framed (Wallace 2018). Even today, gatekeepers do not just mediate information, 
they also filter, restrict and reshape it.

For many in the media industry, gatekeeping has been more than a mere technical 
capability: it has been a societal role they have assumed, one that includes understanding 
their position of power as the Fourth Estate, and the responsibility that comes with it. The 
understanding of gatekeeping as a role or a normative ideal grew stronger in the second 
half of the 20th century as journalism evolved into an increasingly professional undertaking. 
In particular, objectivity and the duty to provide information that is relevant to the public 
debate emerged as key attributes of the journalistic role of being a gatekeeper (Vos 2019).
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2. Gatekeeping 2.0

2.1 How is Mr Gates doing?

In media research, interest in gatekeeping was 
first focused on the individual as a gatekeeper. 
In an article published in 1950, Kurt Lewin’s 
research assistant, David Manning White, ana-
lysed the news selection decisions of a US wire 
editor at the Peoria Star in Illinois. White gave 
the wire editor the apt moniker “Mr Gates”, 
which is still widely used. The interesting find-
ing made in the study was that, during the 
one-week analysis period, Mr Gates decided 
not to use 90 per cent of the material received 
from news agencies. Clearly, he was an active 
gatekeeper who controlled what kind of infor-
mation was allowed to pass through the gate. 
White also characterised Mr Gates’ decisions as 
“highly subjective”. White was able to make this 
assessment because he had asked Mr Gates to 
keep a written record of why each story was 
chosen for publication or discarded (White 
1950).

While the study of Mr Gates was focused 
on an individual, in his conclusions White also 
discussed how a newspaper editor is a repre-
sentative of his culture, one whose world view 
places limits on what kinds of events are 
communicated to the community as facts. 
Indeed, after White’s study, attention increas-
ingly shifted from an individual’s personal 
preferences to the practices of journalism and 
the levels of organisational and ideological 
gatekeeping.

Some of the results challenged the omnipo-
tence of Mr Gates. When studies were focused 
on a broader subject than a single individual, it 
was observed that the decisions made by news-
paper editors were influenced more by the 
routines of editorial work, or the “strait jacket 
of mechanical details”, than the subjective 
assessments of an individual editor (Gieber 
1956). It was also observed that the underlying 
factors included editors’ professional views of 

what is newsworthy, the routines of editorial 
work and even the priorities of newspaper 
publishers, which trickle down and influence 
the decisions made by editors (see Shoemaker 
1991).

The view of gatekeeping has also developed 
to encompass not only the channelling of 
information through the gate but also the 
editing, presentation, timing, withholding or 
repetition of information. The world is full of 
information, which journalists – just like ordi-
nary users of social media – collect, edit and 
disseminate, thereby producing new content 
that passes through various other gates. Instead 
of a single gate, it is often a matter of chains of 
gates where information flows through different 
gatekeepers. The production of information is 
also influenced by many different forces. This 
has also been reflected in research in this field, 
with efforts having been made to reconceptu-
alise the various forms of gatekeeping as “gate-
watchers”, “gatecrashers”, “gateprogrammers”, 
“gatepokers”, “gatemockers” or “conversational 
gatekeeping”, for example (See Salonen et al. 
2022; Vos 2015). Rather than merely collecting 
news or disseminating information, the news 
editor produces content in an active relation-
ship with the sources of the story. Societal 
influencers, communications professionals and 
lobbyists seek to influence the form and content 
of the messages disseminated by news editors.

David Manning White recognised Mr 
Gates’ pivotal role with regard to his particular 
gate, whereas the researchers that have followed 
in his footsteps have recognised the diverse 
nature of gatekeeping. It is not merely a ques-
tion of the unilateral gatekeeping of informa-
tion. Sources, media and the audience each 
have a role to play. What is important is that 
our conceptualisations of gates, gatekeepers, 
forces and channels remain significant in the 
digital age with regard to how information 
flows, not only through mass media but also 
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2.2 Information flows on 
platforms

The breakthrough of the internet and the 
growth of social media have reshaped the 
media environment, interpersonal communica-
tion and the way people acquire information. 

The digital transformation has revolutionised 
gatekeeping, even to the extent that some hasty 
observers have predicted “the death of gate-
keepers”. That attitude shows traces of tech-
no-optimism, which was a widely embraced 
view around the turn of the millennium. Opti-
mists firmly believed that the internet and new 

through social media platforms and interper-
sonal communication. Even people formerly 
known as audience are now identified as gate-
keepers. While it is clear that power is not 

equally divided between all of the parties 
involved, identifying different forms of gate-
keeping helps us identify different forms of 
power.

The five levels of gatekeeping

The media scholar Pamela J. Shoemaker and her colleagues have summarised the different 
forms of gatekeeping into five distinct levels, each illustrating the nature of the forces that 
are at play at the gates of information.

• Individual level: This level underscores the active role of a legacy media representative 
such as Mr Gates. Equally, it can be applied to the active role of a social media influencer. 
Individual values, personality and background influence the gatekeeper’s decisions as a 
consumer, producer and mediator of information.

• Routines: This level emphasises the media’s view of what is newsworthy. Routines, time 
pressure and ritualistic practices all influence how information moves through different 
channels. Journalists rely on entrenched practices and views of what the audience wants.

• Organisational level: This level underscores the significance of organisations as societal 
gatekeepers, with their own rules, values and practices. An organisation’s decisions and 
choices are influenced by its operating practices, as well as its internal and external 
relationships. The values of Silicon Valley and Mark Zuckerberg’s position as the chief 
executive influence the type of gatekeeper that Facebook is.

• Institutional level: This level emphasises the influence that different institutions 
have on the media market and the kinds of societal forces that the gatekeepers of 
information are subject to. Political entities – such as the European Union – influence 
the gatekeepers of media by enacting legislation, using political programmes for steering 
purposes and regulating the operating environment.

• System level: This level highlights the effect of the societal system, history, ideologies 
and culture on the decisions made by gatekeepers. Gatekeeping manifests itself 
differently, in many ways, in Finland than in wartime Russia, for instance.

(See Shoemaker 1991; Shoemaker and Reese 1996; Shoemaker and Vos 2009)
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technologies were forces that would liberate 
individuals, engage people in co-operation and 
thereby give rise to increasingly democratic 
communities (see Diamond 2010). These opti-
mists see gatekeepers as adversaries, as can be 
inferred from the shareholder letter written by 
Amazon founder Jeff Bezos in 2012:

“I am emphasizing the self-service nature of 
these platforms because it’s important for a 
reason I think is somewhat non-obvious: even 
well-meaning gatekeepers slow innovation. 
When a platform is self-service, even the 
improbable ideas can get tried, because there’s 
no expert gatekeeper ready to say 'that will 
never work!' And guess what – many of those 
improbable ideas do work, and society is the 
beneficiary of that diversity.”  (Carmody 2012)

The digital transformation has undoubtedly 
eroded the gatekeeping power of the legacy 
media and other information-producing organ-
isations while diversifying the individual’s 
opportunities for participation (see Table 1). 
That being said, any talk of the death of gate-
keepers is certainly premature. Gatekeeping is 
not dying so much as it is changing, driven by 
the emergence and growth of new gatekeepers. 
Indeed, Jeff Bezos himself has built one of the 
most significant gatekeepers in the retail sector 
– one that, in the book industry, also influences
the dissemination of information – and he has
been the owner of the long-established The
Washington Post for nearly a decade. The
disruptors of Silicon Valley have themselves
become significant wielders of power. The
technologies and platforms they have built have
emerged alongside more traditional institutions
in politics and media.

There have also been changes in the field of 
gatekeeping theory. As power has been redis-
tributed, the focus of research has also shifted 
from decisions made by editors to how users 
having the opportunity to create and dissemi-
nate content in online networks and social 
channels has reshaped the role of gates and 
gatekeepers. One example of this is Karine 
Barzilai-Nahon’s (2008) idea of networked 
gatekeeping, where gatekeeping infrastructure 
consists of the gate, the gated, gatekeeping, the 

network gatekeeper and the gatekeeping mech-
anism. The new component in Barzilai-Nahon’s 
framework is the concept of the gated, which 
draws attention to those subjected to 
gatekeeping.

At a metaphorical level, the concept of the 
gated refers to a group that is “inside” the gate 
or gates, with the gatekeeper having influence 
over the content consumed by the gated. It is 
important to note that even the gated have 
power in a hybrid media environment, and not 
all gated are equal. The gated can equally refer 
to media operating on a given platform, a 
newspaper subscriber or the followers that 
shape the profile of a social media influencer 
(see Koponen et al. 2022). In that position, the 
gated can produce content themselves or exer-
cise power to shape the actions of the gate-
keeper (political power and the relationship to 
the gatekeeper). As a rule, the gated also have 
the opportunity to look for alternatives and 
leave the gate (Barzilai-Nahon 2008). To put it 
simply, the gated have power by having the 
ability to shape their environment. For example, 
a person who publishes a blog might be gated 
by the publishing platform and its terms of 
service, yet might also act as a gatekeeper of the 
comments section of their blog (Laidlaw 2010).

It is worth noting that, in the digital envi-
ronment, the spaces in which information is 
published and moves are increasingly platforms 
that involve gatekeeping on multiple levels. 
Julian Wallace (2018) has developed a model of 
digital gatekeeping that provides a framework 
for examining the significance of news flow, 
algorithms, non-journalistic organisations and 
social interaction in the process of information 
selection and dissemination. Wallace identifies 
four gatekeeper archetypes: journalists, plat-
form algorithms, strategic professionals and 
individual amateurs.

On the platforms of the 2020s, these arche-
types described by Wallace engage in contin-
uous interaction. The gated have learned to live 
with different kinds of gates and gatekeepers, 
even to the extent that they make effective use 
of the opportunities presented by platforms and 
algorithms. Media companies and social media 
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influencers continuously adapt their actions to 
the logic of the gatekeeper – in practice, the 
machine – when they publish content on a 
given cycle, or certain kinds of content.

Another interesting aspect of Wallace’s 
model is the separation of centralised and 
decentralised gatekeeping. Centralised gate-
keeping refers particularly to traditional gate-
keeping, where a key role is held by institutions, 
journalists, societal elites or opinion leaders 
who have structural power in the media 
ecosystem. In the digital environment, the 
algorithms of platform companies are another 
good example of centralised gatekeeping. 
Decentralised gatekeeping is more a question of 
gatekeeping by the gated. It is more collective 
by nature compared to legacy media production 
or the use of political power. It consists of 
decentralised small-scale interaction between 
the members of a community. It is precisely this 
decentralised activity that enables the indi-
vidual members of the community to wield 
power to a limited extent and, for example, to 
challenge or dispute the norms of the commu-
nity (see Wallace 2018; Shaw 2012).

It is also possible to identify more of a grey 
area that includes, for instance, social media 
influencers and micro-influencers who are able 
to wield centralised power as a result of their 
networks. An individual blog can become a 
significant arena of democratic culture if it 
generates interaction and the texts are linked 
and disseminated broadly, in which case the 
individual who runs the blog can have central-
ised gatekeeping power (which may still be 
dependent on the rules of the platform). There 
is an overlap between decentralised and 
centralised gatekeeping in a hybrid media 
environment.

When examining platform-driven digital 
gatekeeping, it is important to understand how 
the platforms work and what the logic of the 
network is. The network effect means that, for 
example, the pivotal nodes in a network take on 
an increasingly significant role as the network 
grows or as more links are created in the 
network. For individuals with the most 
followers, such as Elon Musk, this translates to 

significant gatekeeping power, even prior to the 
point that he acquired Twitter.

Similarly, the more users a given platform 
has, the more attractive it is as a playing field 
for information producers. The more informa-
tion producers the platform has, the more value 
it delivers to its users. Because of network 
effects, platforms usually evolve into monopo-
lies or oligopolies where a handful of compa-
nies wield power at a level comparable to a 
nation or large international organisation. The 
measures taken by Facebook, for example, to 
change the operating logic of its platform (such 
as modifying its algorithms) have had a direct 
impact on the visibility of legacy media compa-
nies, which consequently affects their audience 
reach and profitability.

Indeed, algorithms are a key feature of 
platforms. They control the structure of 
networks as well as the dissemination of 
content in the platform ecosystem. Algorithms 
not only leverage the structure of social 
networks, but they also amplify the impact of 
the networks. This leads to a lack of equality in 
the distribution of attention. While digital 
platforms enable users to access diverse content 
(and disseminate diverse information), the 
algorithmic filtering of information is condu-
cive to the formation of echo chambers and 
bias. Social networks are also uneven, as they 
consist of dense clusters of participants. When 
there are few connections between clusters, 
there is a risk of the emergence of a small-world 
structure, which refers to clusters becoming 
more concentrated and more distant from each 
other. Some researchers have warned that the 
recommendation algorithms of platforms may 
lead to the polarisation of views, thereby 
leading to even fewer connections between 
clusters (see Seuri et al. 2022).

Network researcher Sinan Aral (2020) has 
described the logic of content homogenisation 
through three mechanisms. First, a service 
user’s own networks significantly influence 
what the user sees on social media. The signifi-
cance of content shared by the user’s own 
contacts is emphasised. Second, news feeds 
restrict the view of reality. Algorithms are 
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designed to identify the users’ interests and 
serve up content that is increasingly personal-
ised according to those interests. Third, and 
closely related to the second mechanism, the 
users’ own choices influence what content 
passes through the filtering rules of algorithms. 
Clicks and likes matter, which underscores the 
individual’s role as a gatekeeper of their feeds.

Aral refers to the logic of content filtering 
as a “hype loop” in which the content shown to 

the user becomes increasingly biased with each 
turn of the loop. Studies have shown that the 
effect of increasing bias in the content shown in 
a user’s networks is strongest in the context of 
hard news. News feeds and the user’s choices 
have a corresponding effect, albeit not as signif-
icant. In any case, the operating logic of social 
media has a built-in mechanism that tends to 
reinforce the user’s existing perceptions of the 
world.

Table 1. Change in gatekeeping before and after the digital transformation.

Gatekeeping before the 
 digital transformation

Gatekeeping in the  
digital age

Key gatekeepers of 
information

Legacy media (newspapers, radio, TV) and 
other institutions that produce information 
(publishers, schools, universities).

Alongside legacy media and institutions 
that produce information, an increasing role 
is played by search engines, social media 
platforms and their algorithms, and the pivotal 
nodes (influencers) in a network.

Number of alterna-
tive information and 
publishing channels

Limited. Unlimited (at least in principle).

Need for gatekeeping Scarcity of publishing space. Scarcity of attention.

Gatekeeping  
mechanisms

Manual selection performed by individuals 
(see the five levels of gatekeeping).

Automated selection performed by algorithms 
(see the gatekeeping mechanisms of the digital 
age).

The role of the gated Receiver of information – only the 
gatekeepers can freely publish information.

A receiver, producer, editor, (re)publisher, 
commenter, liker and follower of information.

Dissemination of 
information

Linear, hierarchical. Non-linear, networked.

Locus of power Power lies with the gatekeeper. Power is decentralised in a networked manner; 
the gated also have power.
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Gatekeeping mechanisms in the digital age

Referencing extensive scientific literature, Karine Barzilai-Nahon (2008) has defined 10 
key gatekeeping mechanism bases that influence the flow of information in networks. A 
gatekeeping mechanism can be an instrument, technology or methodology. In a network, 
gatekeeping can involve the traditional selection of news and also the addition, withholding, 
display, channelling, shaping, manipulation, timing, localisation, integration, disregarding 
and deletion of information.

1. Channelling. Search engines and hyperlinks, for example, help attract the user’s atten-
tion and direct them into or through different channels.

2. Censorship. Activities such as filtering, blocking or deleting messages or users are
aimed at suppressing or deleting anything considered undesirable, to prevent it from
entering the network or circulating through it.

3. Internationalisation. Localisation and translations, for example, are ways to make con-
tent, services and products more accessible by taking into account customs, cultures,
nationalities, languages and religions.

4. Security. Identity verification services, for example, restrict access to confidential or
sensitive information.

5. Cost-effect. The costs of joining, using and exiting a network influence the user’s
decisions. Facebook, for instance, is free to join, but the user “pays” to use the service
by allowing the company to take advantage of their user data. This happens even if the
user does not fully grasp the value of their data or the extent to which data is collect-
ed. When a user has built their own network and content in a service, exiting the ser-
vice by closing the account also has a cost.

6. Value-adding. The added value produced by a social network or the personalised or
customised content it provides attracts more people to join the service and makes
them less likely to exit the service.

7. Infrastructure. Network infrastructure components and service features (including
algorithms) influence the availability of information.

8. User interaction. Service or software components that control navigation and user
interaction at the interface level, for example.

9. Editorial. While editorial decisions are at the core of legacy media operations, vari-
ous platforms and services also have rules and mechanisms that influence the flow of
information.

10. Regulation. The laws and regulations enacted by an authority such as the EU, a nation
or a state can override the function of any other mechanism. Platforms can also have
their own rules and procedures aimed at controlling user behaviour and content.
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2.3 The significance of the 
tech stack

The internet’s physical and digital infrastruc-
ture is referred to in the literature as the tech 
stack. Platform companies, search engines and 
websites are familiar to practically all internet 
users but, under the surface, there is a wide 
range of companies and other organisations 
that keep the internet running. The power 
residing in the different layers of the tech stack 
can be illustrated by depicting the participants 
in the tech stack like the layers of a cake (see 
Figure 1). In the top layer are platforms and 
applications, which play a more significant role 
as today’s gatekeepers than search engines or 
the websites of legacy media outlets, for 
instance.

The gatekeeping power residing in the top 
layer of the tech stack has been evidenced by 
moves to restrict or delete the accounts of 
individual users, even some who are very 
significant in their respective networks. Perhaps 
the most famous example is the suspension of 
former US President Donald Trump from 
Facebook and Twitter in January 2021. Flagging 
false information, restricting the visibility of an 
account (shadow banning) and suspending an 
account are common gatekeeping methods that 
are also referred to as deplatforming.

In the third-highest layer of the tech stack 
are cloud services, which play a role in the 
storage of files and the hosting of websites. It 
has been suggested that cloud service providers 
have influenced the American far right’s ability 
to spread their messages. For example, Amazon 
AWS suspended Parler from its cloud services, 
which forced the entire “alternative” social 
media platform to shut down until the company 
found a new host for its operations. In the 
fourth layer are content delivery networks, 

which provide the foundation for services such 
as video streaming, as well as protection from 
cyberattacks. The fifth layer consists of domain 
registrars or intermediaries that help sites 
register domain names and also provide addi-
tional services. Layers three, four and five 
constitute the backbone of the internet, as 
websites in the open network are dependent on 
them (see Neill 2022; Fowler and Alcantara 
2021; Donovan 2019). In June 2021, for 
example, large swaths of the internet were hit by 
an outage due to a problem experienced by a 
single cloud services provider (De Vynck et al. 
2021).

The sixth layer is essential for the func-
tioning of the internet as a whole, as internet 
service providers enable all of their customers’ 
online activities, ranging from surfing the web 
and making purchases to keeping in touch with 
family and friends. Unlike the legacy media and 
other broadcasters, internet service providers 
(ISPs) apply a neutral policy when processing 
online traffic.

Known as net neutrality, this policy has 
been based on the principle that ISPs should 
treat all online traffic equally. In the EU, the 
openness of the internet is ensured by means of 
a regulation, with Traficom overseeing compli-
ance therewith in Finland. However, in other 
jurisdictions – such as the United States – there 
has been a genuine political struggle over the 
future of net neutrality.1 A certain assumption 
of neutrality also applies to domain registrars, 
content delivery networks (CDN) and cloud 
services. They are technology companies that 
are generally not considered to be publishers or 
publisher-like entities, unlike social media 
platforms and, to some extent, search engines.

In addition to being a topic of interest in 
media studies, gatekeeping has also been 
discussed in the field of law. Emily Laidlaw 

1 In the United States, it is precisely ISPs and other digital communication operators that have sought to do away with the principle of net neutrality, 
which would allow them to generate business from being able to treat internet content in a biased manner. The position of ISPs as gatekeepers would be 
substantially strengthened if an individual service provider could, for example, conclude separate agreements with streaming services or social media 
platforms and use technical means to give them preferential treatment at the expense of other traffic. This would undoubtedly have a negative impact on 
democratic culture.
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(2010), for example, has written about the 
aforementioned internet infrastructure that has 
the power to control information flow, content 
and availability. From the perspective of regula-
tion, gatekeepers – such as ISPs and social 
media platforms – can be viewed as operators 
that are independent of the state and have the 
capacity to change people’s behaviour in 
contexts where the state has only a limited 
capacity to do the same.

Jack Balkin (2018) has drawn a distinction 
between “old school” and “new school” regula-
tion of free speech. Whereas traditional regula-
tion – such as civil law and criminal law – has 
been targeted at publishers or speakers, newer 
regulation is targeted at the digital infrastruc-
ture, meaning the different layers of the tech 
stack. It is difficult for the state to take action in 
response to individual users’ speech online, but 
the state does have the ability to influence the 
companies that make up the infrastructure of 
the internet and have – at least in principle – 
the technical capabilities and ability to regulate 
and govern speech by means of blocking, 
filtering or deleting, and controlling users’ 
access to certain services.

In a similar vein, Raphael Cohen-Almagor 
(2015) writes about the moral and social 
responsibility of online networks and draws 
attention to the principle of net neutrality, as 
well as ISPs and web hosting services. For 
businesses, neutrality can mean the freedom to 
operate. For users, it can mean the freedom to 
access and disseminate information. Cohen-Al-
magor argues that these perspectives should be 
complemented by the concept of content net 
neutrality, which would facilitate a values-fo-
cused discussion on what kind of content ISPs 
and web hosting services enable their 
customers to disseminate.

Companies already have different rules and 
practices on what kind of content they deem 
acceptable. In Europe, service providers have 
also formed an industry association and estab-
lished common rules (EuroISPA). Layers of the 
tech stack that are often considered to be 
neutral do filter content by removing child 
porn or copyright-protected content, so they 
have a clear gatekeeping role. The question of 
how precisely – and in what way – that role is 
defined is a political issue.

The significance of the tech stack has 
increasingly been recognised in the field of 
media studies and in the discourse concerning 
the regulation of online discussions and the 
prevention of hate speech and disinformation. 
Researchers have observed that online hate and 
disinformation spread because the entire 
ecosystem supports it. For example, in his thesis 
on content moderation, Lorcan Neill (2022) 
argues that the most effective approach to 
internet gatekeeping would be to involve the 
entire infrastructure of the internet: in order to 
combat content that is undesirable or in viola-
tion of platform rules or legislation, non-com-
pliant users should have their hosting services, 
domain registrations and payment processing 
revoked.

Making the entire tech stack unavailable to 
a far-right user, for instance, practically 
amounts to the complete exclusion of that 
individual or platform from the public internet. 
According to Neill, technology companies in 
the lower layers of the tech stack play a more 
fundamental role in the functioning of the 
internet and therefore are crucial for 
deplatforming.

For now, the roles of the different layers of 
the tech stack remain partially unclear as a 
result of the rapid growth of the internet and 

"The examples witnessed in the past few years show that democratic 
decision-making can influence the power of transnational gatekeepers 
and their role in the media ecosystem." 
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the fact that regulation always seems to lag 
behind. Finnish news media HS Visio has 
described how the tendrils of the American 
far-right websites Daily Stormer and 8kun 
extended to a Finnish server company. Vanwa-
Tech, the web hosting service that enables those 
websites to operate, has been very creative in 
the way it has encrypted and routed connec-
tions through various countries, including 
Finland, the Netherlands, Lithuania and Russia. 
The Finnish company Crea Nova only ceased 
its co-operation with VanwaTech in response to 
external pressure (Lappalainen 2022).

The term “alt-tech” has been coined in the 
US to describe alternative platforms and tech-
nology companies that enable far-right websites 
to function. Alt-tech companies can be found 
in Finland just as in China and Russia, which 
have been recognised as safe harbours for 
Western far-right platforms (Ryan 2021).

The focus of this working paper is 
primarily on the digital public sphere, meaning 
the top two layers of the tech stack, which cover 
the part of the media ecosystem that most 
people in the West interact with on a daily 
basis. In that environment, platforms are also 
dependent on other platforms. Social media 
companies have seen a decline in advertising 

revenue since Apple introduced stricter priva-
cy-related terms in the App Store and strength-
ened the position of users. Indeed, key 
gatekeepers include not only platform compa-
nies but also search engines and their algo-
rithms, legacy media and journalists, as well as 
strategic professionals and private individuals.

We also must not forget the bottom layer of 
the tech stack, namely the state (or groups of 
states), which regulates data communications 
through infrastructure and legislation. The 
examples witnessed in the past few years show 
that democratic decision-making can influence 
the power of transnational gatekeepers and 
their role in the media ecosystem. In spite of 
intense lobbying and proven disruptive actions 
by Facebook, Australia passed a law in 2021 
that forces the largest digital companies to 
negotiate with the legacy media – in practice, 
pay them – to use their news stories on plat-
forms (Hagey et al. 2022). According to prelim-
inary information, Facebook and Google have 
ended up paying Rupert Murdoch’s News Corp 
for content, for example (Benton 2022). Canada 
and the UK are expected to follow Australia’s 
lead, while in Europe hopes are pinned on the 
implementation of the EU’s legislative package 
on digital services and markets.
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Figure 1: The tech stack.

1 Platforms and applications
Facebook, Twitter, Reddit, Youtube, Apple App Store, Google Play

2 Websites and search engines
Google, Amazon, Yahoo, Bing

3 Cloud services
Google Cloud, AWS, Wix, Squarespace, Microsoft Azure

4 Content delivery networks
Cloudflare, Peer5, Akamai, Amazon Cloudfront, PayPal

5 Domain registrars
Google, GoDaddy, Tucows

6 Internet service providers
Elisa, DNA, Telia, AT&T, Verizon

7 The state/Data communications infrastructure
The state, the Ministry of Transport and Communications, 
the Finnish Transport and Communications Agency, Cinia

Adapted from Neill 2022, Fowler and Alcantara 2021 and Donovan 2019.



21GATEKEEPING IN THE DIGITAL AGE

“The kill switch”

The internet is a decentralised system whose functioning depends on the various par-
ticipants of the tech stack, as well as physical cables between countries and continents. 
Attempting to create a fully sovereign network that is disconnected from international data 
traffic is not only near-impossible technically but also a major economic risk. Authoritarian 
regimes need connections with the outside world for financial systems, for example, just as 
democratic regimes do. Nevertheless, it is possible to temporarily shut down connections 
on a regional or targeted basis. This is called activating the “kill switch”, which refers to the 
shutting down of network functions on the pretext of an emergency.

The temporary shutting down of network connections is more common globally than one 
might imagine. Access Now estimates that the internet was shut down some 750 times in 
30 different countries between 2018 and 2021. Access Now defines an internet shutdown 
as an intentional disruption of the internet or electronic communications, rendering them 
inaccessible or effectively unusable, for a specific population or within a location, often to 
exert control over the flow of information. Entire countries, such as Sudan, Uganda and 
Myanmar, have gone offline for periods of several days when their leaders have sought to 
restrict the flow of information and the opposition’s attempts to organise in times of politi-
cal crisis (see Díaz Hernández and Anthonio 2022; Guest 2022; Selva 2019).

An internet shutdown can be considered an extreme gatekeeping mechanism. In practice, 
it is a mechanism that has only been in existence for just over a decade. The first use of the 
kill switch is considered to have taken place in Egypt. In 2011, the Hosni Mubarak regime 
ordered ISPs and telephone operators to suspend their services, and power was cut to the 
physical meeting point of ISPs’ traffic for several days. The blackout was not complete, as 
some users were still able to stay connected to the outside world via satellite connections, 
for example. Nonetheless, it set a precedent: activating the kill switch was possible.

The capabilities of authoritarian regimes have since improved, and technological tools 
such as deep packet inspection (DPI) enable more subtle control of data traffic (Guest 
2022). Even prolonged blackouts of data communications are not impossible. For example, 
Indian Kashmir was subject to a communication blockade of 550 days between 2019 and 
early 2021, targeting the internet and telephone networks used by citizens and local me-
dia. During the most extreme times of the blackout, there was no communication with the 
outside world. Over time, however, certain exceptions were made. Journalists accompanied 
by Indian military forces in the region were, in some cases, allowed online access with the 
government’s permission (Pandow 2021).

During the war in Ukraine, attempts have also been made by Russia to undermine and 
paralyse Ukraine’s defence by attacking the country’s data communications infrastructure. 
In February, Ukraine passed legislation allowing private cloud service providers to host 
the government’s data outside the country’s borders. The country signed agreements with 
Amazon, Microsoft, Oracle and Alphabet. In the early stages of the war, Ukrainians also 
received support from Elon Musk’s SpaceX to maintain an internet infrastructure. SpaceX 
moved dozens of Starlink satellites to the vicinity of Ukraine and has provided thousands 
of satellite receivers that can be used to create local Wi-Fi networks. This means that 
Western corporations have, at least for the time being, protected Ukraine against internet 
blackouts in the regions that have not been occupied by Russia (Ip 2022; Miller et al. 2022; 
Satariano 2022).
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3. Gatekeeping systems in the 2020s

3.1 Gatekeeping in different 
media systems and society

The way gatekeeping is manifested in society 
always depends on the prevailing communica-
tions technology and legal system and on the 
values and norms of society. In his book Post-
war (2006), the historian Tony Judt describes 
how state-owned broadcasting corporations 
took on the role of defender of traditional val-
ues and good taste in Western Europe in the 
decades following the Second World War.

In 1948, the BBC (British Broadcasting 
Corporation) prepared an instruction booklet 
for internal use, which set the standards for good 
taste: jokes about religion were not allowed and 
toilet humour was prohibited, as were sexual 
allusions of any kind. In Italy, Filiberto Guala, 
head of the Italian national broadcasting network 
RAI from 1954 to 1956, instructed his employees 
that their programmes were not to undermine 
the institution of the family or portray attitudes 
that might arouse base instincts. Similarly, in 
Finland, the Finnish broadcasting company 
Yleisradio sought to maintain moral standards 
through its music choices, for example, but 
record producers equally played a censorship 
role.

According to Judt, such instructions 
reflected a broader societal change whereby the 
state began to displace the church and even class 
as the arbiter of collective behaviour. In Europe, 
in particular, communications policy was 
increasingly seen as one instrument in the 
government’s toolbox for promoting societal 
objectives (Neuvonen 2019). Regulating the 
programming of state-owned radio and TV 
channels was an effective means to that end, as 
electronic media reached most people and there 
were barely any alternatives. Commercial TV 
channels only became common in Europe in the 
1970s and 80s. In Finland, Yle had a radio 

monopoly and dominated TV broadcasting up 
to the early 1980s. The monopoly gradually 
began to crumble when licences were granted to 
commercial local radio stations and MTV 
started its news broadcasting operations 
(Herkman 2011).

According to the media scholars Hannu 
Nieminen and Mervi Pantti (2004), there was a 
transition in Finland in the 1990s from cultur-
al-moral regulation to the economic-commercial 
regulation of media. Instead of being seen as a 
public service, media and journalism began to be 
increasingly viewed as a market commodity that 
could be provided by the free market to best 
serve the interests of both consumers and 
society.

To establish a better understanding of the 
different manifestations of gatekeeping in today’s 
world, this working paper focuses on gate-
keeping systems in addition to the previously 
discussed gatekeeping mechanisms. At the same 
time, we want to highlight the tension between 
totalitarian and libertarian gatekeeping as a key 
dividing line. These extremes can be seen as a 
dystopia and utopia that help recognise the key 
characteristics of democratic and authoritarian 
gatekeeping systems and the most commonly 
used gatekeeping mechanisms.

One good example of the ideal of liber-
tarian gatekeeping is the Declaration of the 
Independence of Cyberspace published by John 
Perry Barlow in 1996. In Barlow’s vision, the 
internet was about creating a world where 
anyone may express themselves and their 
beliefs without fear of being coerced into 
silence or conformity. Barlow rejected all ideas 
of cyberspace needing the institutions or rules 
of the outside world:

”We have no elected government, nor are 
we likely to have one, so I address you with no 
greater authority than that with which liberty 
itself always speaks. I declare the global social 



23GATEKEEPING IN THE DIGITAL AGE

space we are building to be naturally inde-
pendent of the tyrannies you seek to impose on 
us. You have no moral right to rule us nor do 
you possess any methods of enforcement we 
have true reason to fear.”

Indeed, for many commentators of the time, 
the mainstreaming of the internet in the 1990s 
meant the end of the mass media-focused public 
sphere. That is no wonder, as the internet does 
present tremendous potential for democracy. 
New technology has enabled the quick and 
efficient transmission of data while also 
providing billions of people with a forum for 
expressing their opinion, organising and 
pursuing self-actualisation as individuals and 
members of society. The internet has made 
democratic gatekeeping even more decentral-
ised, but it is still not fully decentralised. The 
reality has not lived up to the wishes of Silicon 
Valley libertarians or the techno-utopian fanta-
sies of the 1990s, but that intellectual heritage 
still shows in what the internet is and how it is 
explained. Today, it is reflected in the visions of 
the freedom-promoting potential seen in the 
development of Web 3.0, which refers to decen-
tralised internet solutions such as the metaverse.

Now, in the 2020s, the early years of the 
internet can be characterised as “an age of 
prelapsarian innocence” (Inkster 2020). First, the 
libertarian vision of the internet, which empha-
sises the liberating potential of technology, has 
been blind to what the technological transforma-
tion means in daily life. It has been a heavy 
collision. Second, seeing the internet, freedom 
and progress as intertwined and inevitable forces 
has been a most significant misinterpretation, 
one that has also led to a certain blindness to the 
way gatekeeping of information is organically 
related to the infrastructure of the internet.

Technology in itself does not produce a 
democratic culture. Indeed, the foundation of 
gatekeeping should be seen to be socio-techno-
logical, as it is defined by technology as well as 
the way people use technology. Technology in 
itself does not open up a specific kind of public 
space, but technology can shape the social reality 
in which the political public sphere is built (see 

Wihbey 2019; O’Hara and Hall 2018; Balkin 
2004). Each evolution in communications tech-
nology has altered the media ecosystem and its 
power balance, while the prevailing cultural, 
economic and political circumstances have been 
reflected in the adoption and application of new 
technology.

In recent years, discussions about gate-
keeping have been characterised by concerns 
over the resilience of democracy and the rise of 
authoritarianism. According to Freedom House, 
for example, the decline of democracy has only 
accelerated in the early 2020s. The organisation’s 
latest report, Freedom in the World 2022, notes 
that authoritarian practices are spreading glob-
ally. The areas in which authoritarianism is 
rearing its head include the media environment, 
the freedom of political expression and the 
internet. Reporters Without Borders has 
observed that the polarisation of media is fuel-
ling divisions within countries, and polarisation 
is also increasing between countries at the 
international level (RSF 2022a). Indeed, one of 
the paradoxes of our time is that the world is 
now more connected than ever in terms of 
communications technology, the economy and 
mobility but, at the same time, the world is 
becoming increasingly disconnected or prone to 
conflicts (see Leonard 2021).

While there is no one single form of digital 
gatekeeping in the 2020s, it, thus, makes more 
sense to perceive gatekeeping through different 
systems. Interpersonal communication and the 
available communications technology are 
powerful forces that can be used to promote 
freedom or oppression depending on who 
controls them. With this in mind, we counterbal-
ance our discussion of libertarian gatekeeping by 
examining totalitarian gatekeeping, which, like 
its counterpart, is an ideal, albeit a dystopian 
one. The totalitarian goals of monopolising 
information sources and suppressing the free 
exchange of information and interaction 
between individuals have not disappeared. They 
have merely changed their form.

According to one traditional definition, 
totalitarianism requires an official ideology and a 
single-party system in which the regime has 
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economic control and control over the military, a 
police force capable of terror and a near-com-
plete technological capacity to control mass 
communications. Carl J. Friedrich and Zbigniew 
K. Brzezinski (1965) highlight the technological
dimension of totalitarianism and political
control, which includes the armed forces and
communication, as well as the activities of the
secret police, meaning the capacity for intelli-
gence gathering and surveillance. Indeed, at the
core of totalitarian gatekeeping is forced
consensus, which is achieved by the monopolisa-
tion of mass media and strict censorship and by
harnessing technology to suppress individual
thought.

According to Juan José Linz (2000), who has 
studied the differences between authoritarian 
and totalitarian societies, ideology plays a 
smaller role in authoritarian systems than in 
totalitarian systems. Authoritarian regimes can 
be highly apolitical and they may approve of 
passivity on the part of citizens. In totalitarian 
systems, the official doctrine covers all key 
aspects of human life and society as a whole is 
mobilised to support the regime. There are no 
peepholes to the outside world. In the early 21st 
century, the country that comes closest to being 
under totalitarian power is likely to be North 
Korea, a nation that has been built according to a 
totalitarian model. Over the past couple of 
decades, North Korea has allowed the develop-
ment of Special Economic Zones and limited 
internet access to a highly restricted part of the 
population. North Korea’s digital capabilities 
have thus far been directed outwards (in the 
form of cyberattacks and espionage, for 
example), while more traditional information 
gatekeeping methods are used within the 
country.

With regard to digital capabilities, the focus 
today is on China, which represents an example 
of both authoritarian and totalitarian gate-
keeping. It is part of totalitarianism that the 
system is supported by terror carried out by the 
police and special forces and targeted at popula-
tion groups arbitrarily selected by the regime – 
in the case of Xinjiang in China, the Uighurs. 
Terror is simultaneously used to monitor 

compliance with the ideology and to feed the 
ideology. The public sphere is completely subju-
gated to the state’s official ideology, and the 
individual is deprived of all opportunities to 
exercise influence (Linz 2020).

Outside Xinjiang, China’s gatekeeping is 
more decentralised, albeit still authoritarian. A 
feature of contemporary authoritarianism is that 
many regimes eschew open and direct censor-
ship in favour of more subtle control over 
communication and shaping public opinion, as 
well as silencing critics or making it more diffi-
cult for critics and dissidents to engage in co-op-
eration. People may be given space to express 
themselves freely within certain limits, as is the 
case in China, but no ambiguity is allowed in 
terms of who sets the limits for speech (see 
Frantz 2018).

Globally, it is also possible to identify coun-
tries that have clear authoritarian tendencies, or 
countries that have weak democratic institutions 
but where people still have access to information 
through various channels. Brazil and the Philip-
pines, for example, have been the subject of news 
coverage in Finland as a result of their populist 
presidents, but people in both countries are 
active users of social media. The media land-
scape consists of a consolidated and fairly 
popular range of legacy media outlets (especially 
TV and radio) and a digital environment that 
includes alternative channels of information (see 
Newman et al. 2022).

Disinformation and manipulation are 
nonetheless genuine problems in these countries. 
This is partly due to social media companies 
serving different countries and language regions 
in an unequal manner. The digital discussion 
environment is more unstable than in the West 
because of factors such as inadequate modera-
tion. While the situation in terms of taking 
action against content that is undesirable or 
unsuitable for a particular platform may be bad 
in the United States, it is much worse elsewhere, 
especially outside the Germanic and Romance 
language groups. It may also be worse because 
the regimes in such countries have successfully 
enacted legislation that restricts online content, 
to which the large platform companies have also 
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adapted. In Indonesia, for example, new legisla-
tion governing content and the data collected by 
platforms has the practical effect of centralising 
gatekeeping and potentially restricting people’s 
freedom of expression (see Frenkel and Kang 
2022; Telling and Criddle 2022).

3.2 Democratic gatekeeping:  
the United States, the EU and 
Finland

In the Western democratic media environment, 
the internet provides the experience of freedom 
and of traversing the information highway. The 
ordinary Finnish internet user is unlikely to 
notice any differences between surfing the web 
in Helsinki, Berlin or New York. While that is 
true, the regulation of the internet in the West is 
somewhat segregated, to some extent mirroring 
the historical development of media systems. In 
their seminal study, Daniel Hallin and Paolo 
Mancini (2004) categorised European and 
North American media systems into three dif-
ferent groups: the democratic corporatist model 
that prevails in Northern Europe; the polarised 
pluralist model that is common in Southern 
Europe; and the liberal model that prevails in 
North America and the UK. The digital trans-
formation has not fundamentally changed this 
basic media-cultural classification. Different 
traditions concerning the regulation of the 
legacy media continue to influence the regula-
tion of the internet and the manifestations of 
gatekeeping in the digital age, onto which are 
reflected the notions of free speech and how the 
state regulates not only businesses and their 
operating environment but also the relation-
ships between individuals and businesses 
(Fukuyama and Grotto 2020).

With respect to contemporary democratic 
gatekeeping, it is important to understand the 
dichotomy between the EU and the United 
States. The EU approaches internet regulation 
with an emphasis on the privacy of users and the 
responsibility of corporations, whereas the focus 
in the United States is on the free market and 
technological innovation (see O’Hara and Hall 

2018). In the public discourse, it is often 
forgotten how different the interpretation of free 
speech is between the United States and Europe. 
Over the past 50 years, the approaches taken by 
the United States and many European countries 
regarding racist expression or hate speech have 
diverged considerably. This is the result of 
landmark decisions by the US Supreme Court 
and the European Court of Human Rights that 
reflect the differences in political culture, legal 
texts and jurisprudential norms (Bleich 2014).

Freedom of speech is one of the most 
fundamental rights of Western liberal democ-
racy. Its foundations lie in the human rights 
thinking of the Age of Enlightenment. In the 
20th century, it evolved from a liberal freedom 
into a basic right and a human right, one that 
can be restricted in order to protect other rights. 
In the United States, freedom of speech and 
freedom of the press mean, above all, freedom 
from state censorship. The First Amendment to 
the US Constitution prohibits the state from 
abridging the freedom of speech, which is nearly 
absolute as a right. Only an immediate threat to 
national security can restrict the media from 
publishing information in its possession. Even 
in the case of defamation, the claimant must 
prove that the description presented by the 
media has been factually incorrect and genu-
inely malicious. Radio and TV operations are 
also subject to certain restrictions, but the 
regulation of the sector has weakened over the 
past few decades.

When it comes to the regulation of social 
media, the focus in the United States has been 
on platform companies that, as private opera-
tors, have the power to decide what kind of 
speech is allowed on their platform. In a way, 
difficult questions concerning free speech have 
been outsourced to companies in the face of 
increased political pressure – or market pres-
sure, to be more precise – to filter or delete 
undesired speech or disinformation.

The results have been inconsistent. First, 
platform companies are sometimes more effec-
tive at blocking pictures of women’s nipples than 
disinformation on Covid-19. Platforms have 
also prevented the dissemination of factual 
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information when such information has been 
flagged as false. A sustainable technological 
solution to this problem has yet to be developed. 
Second, measures taken by social media compa-
nies to restrict, ban or deplatform accounts have 
driven users to smaller platforms. When the 
state has refrained from taking an active role in 
setting the limits of free speech, the various 
layers of the tech stack have had to do so 
instead. This has led to increased pressure on 
social media companies, ISPs and cloud service 
providers. Indeed, it could be said that the more 
ambiguous the responsibility of platform 
companies is from the legal perspective, the 
more responsibility for gatekeeping falls on the 
different layers of the tech stack.

The view taken in Europe is that mere 
freedom of speech is not enough, and legislation 
should also be aimed at providing people with 
the freedom to access diverse information and 
the capacity to exercise their rights as they relate 
to communications and the media. The term 
“media welfare state” has been used in Europe, 
with one special form of it being the Nordic 
media welfare state that is also held up as the 
ideal in Finland (Neuvonen 2019). For example, 
public broadcasting is protected by a Protocol to 
the Amsterdam Treaty, which links it to “the 
democratic, social and cultural needs of each 
society and to the need to preserve media 
pluralism” (OJEC C 340/109 1997).

There are also obligations related to free 
speech in Europe. Freedom of speech is a rela-
tive right, and legislators have shown they are 
prepared to restrict it (by criminalising ethnic 
agitation, for example). The digital environment 
is no exception to this. In Germany, the 
Network Enforcement Act, or NetzDG, entered 
into force at the beginning of 2018, obliging 
large social media platforms to remove messages 
construed as hate speech within one day or one 
week of the content in question being reported 
to the company. The key objective of the contro-
versial legislation has been to combat disinfor-
mation and extremism and to ensure that acts 
that are illegal in face-to-face interaction are 
also illegal online. On one hand, the new legisla-
tion has caused concerns about censorship and 

excessive regulation. On the other hand, it has 
shifted the decision-making power on what is 
acceptable speech to platform companies whose 
use of power is not particularly transparent 
(McMillan 2019).

Developments in Germany and the EU have 
an outsized global impact. Anu Bradford (2020) 
has termed this phenomenon “the Brussels 
Effect”, which describes the regulatory power of 
European nations in global networks. It is 
precisely this effect that makes the EU’s legisla-
tive package on digital services and markets a 
globally interesting development.

The series of five extensive legislative 
proposals is part of the data strategy approved 
by the EU in 2020, by which the EU seeks a 
third path to the data economy, one that strad-
dles the US model of profit maximisation and 
the Chinese model of state control. The aim of 
the European model pursued by the EU is to 
build a strong regulatory framework for the data 
economy to simultaneously rein in the power of 
large platforms, expedite the sharing of data and 
improve people’s opportunities to monitor and 
influence the use of their data. The ambitious 
goal is that the EU’s regulatory model would 
serve as an example for other countries to 
follow, much like the GDPR (General Data 
Protection Regulation) has served as a blueprint 
for data protection legislation globally (in Brazil 
and India, for instance). At the same time, the 
legislative package is intended to complement 
the GDPR, as the GDPR alone has not reduced 
the impact of the data giants on SMEs (small to 
medium-sized enterprises) and consumers 
(Bräutigam et al. 2022).

From the perspective of gatekeeping in the 
media and information environment, the EU’s 
regulatory developments are, above all, aimed at 
risk and harm prevention. The goals include 
preventing the spread of illegal content, disin-
formation and hate speech in digital environ-
ments and ensuring the protection of the basic 
rights of users. The largest online platforms and 
search engines, such as Facebook and Google, 
are subject to stricter regulation. Somewhat 
confusingly, they are referred to by different 
terms in different pieces of legislation in the 
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package: core platform services, very large 
online platforms and gatekeepers.

The definition of gatekeeper in the Digital 
Markets Act is based on market law. Gate-
keepers are the operators that control market 
entry and on whom other operators are 
dependent. The Digital Services Act, in turn, 
refers to “very large online platforms”. In prac-
tice, however, the provisions in question are 
again geared towards reining in the gatekeeping 
power of the digital giants. They are subject to 
the most stringent obligations with regard to 
illegal content, hate speech and the prevention 
of disinformation, among other things.

As discussed above, from a historical 
perspective, harm prevention is only one part of 
the gatekeeping of information. Traditional 
journalistic media has been recognised as the 
Fourth Estate because its operations are based 
on self-regulation and explicit codes of ethics. 
Furthermore, the legislative position of elec-
tronic media, meaning radio and TV broad-
casting, has deviated from that of the press to 
some degree. Licensing frameworks and public 
broadcasting operations have been deemed 
acceptable based on the principle that, in a 
world of limited radio frequencies and TV 
channels, restricting free speech can – perhaps 
paradoxically – promote free speech and the 
diversity of content. Traditional media operators 
have been seen to be particularly central with 
regard to the shaping of the public sphere, and 
journalists have also enjoyed certain special 
rights (Neuvonen 2019).

The internet, the digital transformation and 
the emergence of social media as a key public 

space have led to increased calls to recognise 
platform companies as media and to extend the 
regulation of media to platform companies in one 
way or another (see Napoli 2019). Indeed, Francis 
Fukuyama and Andrew Grotto (2020) have 
compared the societal role of the largest platform 
companies to the radio and TV monopolies of the 
period spanning from the 1950s to the 1970s. 
Back then, the central position of power held by 
electronic media and the lack of competition were 
used to justify regulations that extended to quality 
requirements for broadcast content.

Such a degree of regulation or communica-
tions policy steering by a public entity is no 
longer realistic in today’s digital environment. 
Nevertheless, it is important to note that practi-
cally all of the gatekeeping mechanisms of the 
digital age also apply to platforms. They are a 
key part of the public infrastructure and 
choosing to exclude oneself from them comes 
with a cost. They enable communication 
between people and facilitate societal interac-
tion. They channel users, filter content and 
censor both information and users.

While platform companies have evaded the 
publisher’s liability for content, they have never-
theless taken on a role that sees them constantly 
– whether algorithmically, with the help of
artificial intelligence or performed by humans
– make content decisions by which they aim to
respond to the demands of either the state or
their users. The future of the democratic gate-
keeper system will be shaped equally by the
platform companies of Silicon Valley and the
decisions made by legislators in the United
States and Europe.
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The centralisation of gatekeeping power in Viktor Orbán’s Hungary

In international discussion, Hungary has long been viewed as an example of a democracy 
that is backsliding towards authoritarianism. Having ruled the country since 2010, Viktor 
Orbán and the Fidesz party he leads have continuously tightened their grip on key dem-
ocratic institutions, such as courts of law, universities, the electoral system and the me-
dia. While they have not necessarily been completely disposed of, their position has been 
steadily weakened and delegitimised. In the case of Hungarian mass media, the current 
situation can be characterised as highly centralised gatekeeping. According to Reporters 
Without Borders, Orbán and the Fidesz party control most regional and national newspa-
pers, radio frequencies and TV channels, and public broadcasting has been harnessed as 
the government’s propaganda machine (RSF 2022b).

Nevertheless, critical voices have not been completely silenced in the Hungarian media 
environment – at least not yet. There are still independent media outlets in the market, 
but they are subject to continuous political, financial and legislative pressure. A number 
of private media operators (such as Index.hu) have been taken over in the past few years 
and added to the Kesma Foundation’s media empire, and broadcasting licences have been 
revoked (such as that of Klubradio in 2021).

The government regularly accuses critical media outlets of sharing fake news and claims 
that they are controlled by the US billionaire George Soros. Parties close to the govern-
ment have regularly taken legal action against media outlets that were considered to be 
too liberal. Journalists who have criticised the government have been subjected to pressure 
and public smear campaigns. As far as is known, Hungary is the only EU country to have 
been suspected of the illegal surveillance of journalists by means of the Pegasus spyware 
(see Walker 2022).

Orbán further tightened his grip on the media environment in Hungary during the Covid-19 
pandemic. In March 2020, the Hungarian Parliament passed a law that makes the spreading 
of untrue information – regarding Covid-19 or measures taken by the government, for ex-
ample – punishable by up to five years of imprisonment. In a country where journalists are 
frequently accused of spreading fake news, such legislation has a significant chilling effect. 
According to Hungarian journalists, the law has already made it considerably more difficult 
to arrange interviews (IFJ 2021).

3.3 Authoritarian gatekeeping: 
Russia and China

Russia’s invasion of Ukraine in spring 2022 and 
the subsequent months have made it even 
clearer than before that President Vladimir 
Putin seeks to concentrate power, limit com-
munication and restrict the Russian people’s 
right to free speech. Only weeks after the inva-
sion began, Russia passed legislation that pre-
vents citizens and media from communicating 
the truth about the war by making such acts 
punishable by a fine or a long jail sentence. At 
the same time, the Russian regime tightened 
its closure of the information space by, for 

example, restricting or shutting down Russian 
users’ access to many Western online services, 
including news sites and social media plat-
forms such as Facebook, Twitter and Insta-
gram. The regime also forced the most signifi-
cant independent radio and TV channels, 
Ekho Moskvy and Dozhd, to stop operating on 
Russian soil.

Western media has described these devel-
opments as the creation of a digital iron 
curtain. In an interview with The Economist 
(2022), researcher Gregory Asmolov from 
King’s College London said that President 
Putin has used the war as a pretext for turning 
Russia into a disconnected society.
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Russia has been on the path to authori-
tarian gatekeeping for a long time now, but the 
regime’s grip over the internet’s information 
space has been tightened one step at a time. The 
freedom of information enabled by the internet 
was already highlighted as a threat to Russia’s 
national security in an assessment by the Secu-
rity Council of the Russian Federation in 2000, 
but the regime’s measures to restrict the 
freedom of information were, for a long time, 
primarily focused on the traditional media. 
Since 2007, the regime has also made use of 
ISPs and mobile network operators by making 
them responsible for shutting down extremist 
content and traffic to blogs and platforms, for 
example. In spite of these measures, Russian 
internet users have been able to use Tor 
networks, VPN connections and various social 
media platforms, such as VKontakte and Face-
book. The movement that grew around the 
opposition activist Alexei Navalny was visible 
on social media platforms and YouTube in 
particular (Soldatov and Borogan 2022).

The development over the past decade is 
illustrated by the fact that the Russian govern-
ment has submitted over 123,000 requests to 
remove content from Google search or 
YouTube. This figure is over 10 times higher 
than in the US or India, for example (Zakharov 
and Churmanova 2021).

Since 2017, the Putin regime has systemat-
ically, and even more decisively than before, 
sought to restrict the agency of the Russian 
people and to influence the gatekeepers of the 
internet. The reasons have been largely related 
to domestic policy, but the actions have also 
had a foreign policy dimension. In 2019, 
President Putin signed a law that enables 
Russia to cut itself off from the global internet, 
creating a so-called “sovereign internet” in the 
name of national security. The aim has been to 
give Russia the ability to, for example, isolate 
certain parts of the network, disable connec-
tions in certain locations when necessary (to 
stifle mass protests, for instance), prevent VPN 
services from functioning and, at a minimum, 
slow down or throttle traffic to a given plat-
form or website (such as social media). Meas-

ures have also been targeted against Western 
technology companies, the communication 
functions they enable and the data they collect. 
For example, Google and Apple removed a 
voting application developed by the opposition 
from their app stores in autumn 2020 
(Soldatov and Borogan 2022).

In spite of these heavy-handed measures, 
in 2020 it could still be argued that Russia had 
problems with protecting its information space. 
The contrast to China has been obvious. Until 
spring 2022, Russian internet users were able to 
access many independent sources of informa-
tion if they wished to do so, and they were able 
to surf the internet with relative freedom. Even 
after the war broke out, technologically 
advanced users have been able to access many 
blocked services. Russia’s ongoing efforts to 
force Russian users onto Russian platforms 
have been unsuccessful, at least before the war.

China, on the other hand, has over a 
billion internet users, but the connections 
between China’s internet and the outside world 
have been so extensively restricted for many 
years that it is practically a different internet to 
that in the Western world. All of the key plat-
forms are Chinese, there is a limited number 
of ISPs and the infrastructure is largely owned 
by the state (Hillman 2021). Whereas Russia 
has relied more on traditional mechanisms of 
coercion, such as harassment and intimida-
tion, as well as confusing and inconsistently 
enforced laws restricting speech (Sherman 
2022), China’s technical infrastructure and 
media ecosystem have been more systemati-
cally and consistently set up to restrict infor-
mation and suppress dissent.

The Chinese model has been called “the 
Great Firewall” or “digital authoritarianism” 
(see Griffiths 2019; Polyakova and Meserole 
2019), and also “networked authoritarianism” 
owing to its networked nature. According to 
Rebecca MacKinnon (2011), in a networked 
authoritarian state, the single ruling party 
controls many discussions while at the same 
time allowing some degree of discussion on 
the country’s problems to occur on various 
online platforms.
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Indeed, people in China have used the 
internet and various platforms to call attention 
to social problems or injustices such as corrup-
tion. Occasionally, polemic public spaces have 
emerged in China’s internet, enabled by the 
partially fragmented and adaptable nature of 
the system. Examples of such spaces include 
Weibo discussions in the early 2010s and the 
smaller group discussions that take place in 
WeChat. The existence of such spaces can give 
the average Chinese internet user a certain 
experience of freedom engendered by having 
the ability to speak and be heard in ways that 
have not been possible under a typical authori-
tarian system (see Lei 2018; MacKinnon 2011).

Indeed, from the Chinese perspective, it is 
possible to view the state’s massive data collec-
tion efforts and multifaceted oversight – which 
extend to the daily life of citizens in the form 
of the social credit score system, for example 
– as the state looking after its citizenry in a
manner of speaking. From this viewpoint, the
Chinese model is framed not so much as a
dystopia but as a new social contract that
promises security and smooth daily life for
people (Chin and Lin 2022).

In any case, relative to Western democra-
cies, China’s networked gatekeeping is highly 
centralised. The state’s grip over the internet 
has tightened during Xi Jinping’s presidency. It 
is only a slight simplification to say that, in the 
Chinese media ecosystem, everyone – from 
individuals to private corporations – is 
dependent on the good will of the Communist 
Party. This has increasingly been the case in 
2021 and 2022 as China has tightened its grip 
on the technology giants. In China, every 
company that operates online is responsible for 
everything that appears in search results, blog 
platforms or messaging networks. Their legal 
liability extends to the content of the discus-
sions between users. This way, the Chinese 
regime distributes the power of censorship and 
oversight throughout the tech stack to indi-
vidual companies, which have established 
moderation and censorship departments with 
hundreds or even thousands of employees. In 
the most blatant cases, censors have wiped out 

the accounts and post histories of many dissi-
dents or critics. From the regime’s perspective, 
however, it may be more effective to allow 
users to see their posts while blocking others 
from seeing them. Platforms also block the use 
of certain words and expressions, which in 
itself limits the possible topics of discussion. 
Where necessary, China is prepared to use 
government employees as a troll army that 
attacks individual users or pushes discussions 
off track (see Hillman 2021; Strittmatter 2020; 
Griffiths 2019, MacKinnon 2011).

David Bandurski (2017) from the Hong 
Kong Free Press suggests that the system is not 
so much a single firewall as a “Great Hive of 
firewalls around the individual”. This is 
particularly true because the responsibility for 
content has been extended not only to gate-
keeping companies but also to regular users 
participating in chat groups. Ordinary Chinese 
internet users are required to observe regula-
tions that mention, for example, socialist core 
values, a positive and healthy online culture 
and taking responsibility thereof. Bandurski 
notes that the internet has empowered people 
in China, but it has also served as a Trojan 
Horse that enables the state to monitor its 
citizens’ most intimate conversations.

It is characteristic of authoritarian gate-
keeping that dissenting opinions are 
suppressed without necessarily seeking to 
destroy the people who voice those opinions. 
Indeed, gatekeeping in China is coated with 
the Communist Party’s jargon, but the primary 
goal is to restrict people’s collective action and 
prevent people from seeing political alterna-
tives. The Chinese regime is like a gatekeeper 
of gatekeepers, one that enacts laws and regu-
lations that are aimed at strengthening and 
legitimising the Communist Party’s position of 
power. Time after time, the government has 
demonstrated the limits to the activities of 
large digital companies, their owners and 
individual users. Maintaining a passive popu-
lace that accepts the governance of the 
Communist Party and focuses on a rising 
standard of living and the opportunities 
presented by the commercial side of the 
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internet is in the interest of the party. However, 
Xinjiang – which can be seen as a kind of 
experiment of the Chinese system (see infor-
mation box below) – can be seen to have 
totalitarian characteristics.

The digital authoritarianism in Russia and 
China extends beyond domestic policy and has 
a significant foreign policy dimension. Russia 
is known for engaging in influence through 
information in various ways, while China 
keeps a close eye on its citizens and on state-
ments about China expressed abroad. The 
massive size of the Chinese market has put the 

regime in a position in which it has managed 
to export censorship outside the country’s 
borders by forcing operators to ban anti-China 
content, reverse their positions to be more 
favourable towards China or engage in 
self-censorship (O’Connell 2022). The future 
of authoritarian gatekeeping is likely to be 
particularly linked to China, as the country 
has begun to increasingly export monitoring, 
opinion suppression and manipulation tech-
nology to not-so-democratic countries, and to 
train them in the use of such technology 
(Polyakova and Meserole 2019).

Xinjiang and totalitarian gatekeeping

China has used the war against terror as a pretext for creating a modern version of an 
Orwellian nightmare in the province of Xinjiang. The Muslim Uighur minority residing in the 
Xinjiang region is subject to constant surveillance using a wide range of state-of-the-art 
technology: artificial intelligence, biometric data, facial recognition, voice recognition and 
social media. All movement and communication are continuously monitored. The professed 
aim of the massive collection of data is to prevent crime. Even the smallest crack in a per-
son’s profile can result in being sent to a concentration camp where prisoners are brain-
washed with official Chinese propaganda. According to the press, as many as one million 
Uighurs have been placed in these “re-education camps”. Those who live in Xinjiang refer to 
their dystopia as “the situation” (Epp et al. 2022).

According to Carl Joachim Friedrich (1953), totalitarianism is a combination of a totalist 
ideology that covers all key aspects of human life, a technologically supported monopoly of 
surveillance of people and mass media, and a system of terroristic police control, directed 
not only against demonstrable enemies of the regime but also against arbitrarily select-
ed groups of the population. The “situation” in Xinjiang is disturbingly close to that dec-
ades-old definition. According to Geoffrey Cain, investigative journalist and author of The 
Perfect Police State (2022), the biggest difference between Xinjiang and previous totali-
tarian experiments is that only now is technology advanced enough to duplicate the real-
ity depicted in sci-fi novels down to the smallest detail. Over the past decade, China has 
poured money into the development of digital camera surveillance, facial and voice recog-
nition technology and neural networks. Leaps in technological development – which West-
ern corporations have played a role in enabling – have created the conditions for building a 
perfect police state in Xinjiang.

Technological development at an unprecedented speed, combined with the rise of author-
itarian leaders, is a dangerous combination. With its campaign in Xinjiang, China has suc-
ceeded in creating arguably the world’s largest open-air digital prison. It is an early glimpse 
of what totalitarian gatekeeping might look like in the future (Polyakova and Meserole 
2019). Geoffrey Cain (2022) argues that the dangers of AI-driven surveillance should be 
taken seriously in the West. The question is not whether those technologies will become 
part of societies in the near future. The question is, when they do become part of societies, 
will governments, intergovernmental organisations and the companies managing valuable 
personal data be able to regulate artificial intelligence in a way that protects democracy.
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4. Conclusions: the EU needs a vision 
for a digital media welfare state

Ultimately, gatekeeping in the information 
environment is a question of power. Gatekeep-
ing is the ability to influence what information 
reaches people and how social reality is framed. 
News media were the key gatekeepers of the 
20th century. Indeed, gatekeeping was long 
examined as specifically the power of individual 
editors or editorial teams to influence what 
kind of information was allowed through the 
gate. As the story of Mr Gates recounted in 
Chapter 2 shows, those decisions could be 
highly subjective, because every editor is essen-
tially a representative of their culture and a 
prisoner of their world view.

The second half of the 20th century was 
considered the golden era of news journalism. 
Journalism as a vocation became increasingly 
professional and took on a normative gate-
keeping role. Objectivity as an ideal emerged 
as a key criterion. Journalists were expected to 
produce news that was important to the public 
discussion and to avoid political, social or 
economic distortions in their coverage of the 
news. Particularly in the Western world, the 
position of news journalism as one of the key 
pillars of democracy – the Fourth Estate, a 
watchdog of power – became well established. 
Journalism grew independent from those in 
power, and a strict ethical code and strong 
self-regulation were created for it. The regula-
tory framework also included the restriction 
of radio and TV operations by means of 
licensing systems and the public broadcasting 
model.

News journalism positioned itself as a 
defender of democracy, but its relationship to 
the audience remained distant. Even well-
founded criticism was easily put through the 
shredder. Audience members wishing to 
express their views on the opinion pages of 

newspapers had to adapt to formal style stand-
ards and the occasionally arbitrary decisions 
of editors. Against that backdrop, the early 
enthusiasm of Jeff Bezos, Mark Zuckerberg 
and their contemporaries regarding the fall of 
the gatekeepers is quite understandable. For 
them, the rise of the internet and social media 
meant challenging bloated power structures 
and institutions, decentralising power and 
giving a voice to more people.

Indeed, the change in the role of the 
audience is undoubtedly one of the most 
significant outcomes of the digital transforma-
tion of the information environment. It has 
meant that the focus of gatekeeping theory has 
increasingly explicitly shifted from decisions 
made by editors to how users having the 
opportunity to create and disseminate content 
in online networks and social channels has 
reshaped the role of gates and gatekeepers.

As it turned out, the wavering of the 
traditional gatekeepers did not lead to the 
decentralisation of power. Instead, the former 
underdogs grew into even more powerful 
gatekeepers in the 2010s. The largest online 
platforms, such as Facebook and Google, have 
the power to influence what kind of content is 
consumed by billions of people around the 
world. The growth of publishing volumes has 
meant a transformation of gatekeeping mecha-
nisms. One of the biggest changes that has 
reshaped the operating logic and culture of 
communication is that content selection is 
increasingly performed by algorithms and 
artificial intelligence instead of individuals or 
organisations.

The oligopolistic – or even monopolistic 
– position of the platform giants has been 
compared in the Western countries to the 
radio and TV monopolies between the 1950s 
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and 1970s. From the perspective of national 
regulation or state-level communication policy 
instruments, these are completely new circum-
stances. First, when it comes to platforms, it 
does not make sense to draw a line between 
the printed word and electronic communica-
tions. On a digital platform, a single message 
can contain text, images, videos and even 
games, all of which are subject to different 
regulations. Second, online platforms are 
global operators in a borderless cyberspace, 
which poses challenges to regulation that is 
based on national or regional norms. Indeed, 
from the perspective of the history and ideo-
logical development of free speech, the digital 
transformation has been compared to turning 
points such as the invention of the printing 
press and the emergence of the newspaper.

Thus far, Western countries have seemed 
helpless in the face of the new gatekeepers and 
the digital transformation. The EU’s upcoming 
legislative package will respond to a genuine 
need by creating stricter obligations for the 
data giants when it comes to harm prevention, 
and by giving individuals better opportunities 
to monitor the use of their data.

Nevertheless, with respect to gatekeeping 
in the information environment, there will still 
be many questions up in the air. Especially 
from the viewpoint of the Nordic traditions of 
media regulation, the perspective of mere risk 
and harm prevention is a narrow one. The key 
question is how to support the core values and 
ideals of the Nordic media welfare state – such 
as the diversity and pluralism of content – in 
an environment where the opportunities for 
national regulation are limited. In a broader 
sense, the role of platform companies as part 
of democratic society also remains an unre-
solved issue. Will they recognise their role as 
the Fifth Estate, a pillar of democracy, and 
start to develop their operations to support 
that role? Or will they hold on to the logic of 
profit maximisation, only reacting to problems 
as they emerge? These questions will become 
increasingly important as investments in the 
communications technology industry are 
allocated to Web 3.0 applications and 

metaverse development. While technology 
optimists present Web 3.0 as a utopia that will 
challenge gatekeepers and usher in genuine 
democracy, the history of media does not 
support that conclusion: gatekeeping will 
change, but it will not disappear.

From the perspective of Finland and 
Europe, the issues of gatekeeping in the digital 
age are particularly difficult. That is because 
they concern global platform companies 
which, from the viewpoint of superpower 
politics, have begun to attach themselves to 
their own power blocs, where the United 
States and the EU represent the democratic 
gatekeeping system and China represents the 
authoritarian gatekeeping system. Jonathan E. 
Hillman (2021) suggests that these three 
power blocs are each playing a different game: 
the US is playing Monopoly, China is playing 
Risk and the EU is playing a game of trying to 
use regulation to get others to play by its rules. 
“The Great Decoupling” (Inkster 2020), stra-
tegic competition, is primarily happening 
between the US and China for the time being.

It is clear that the average internet user’s 
experience today is very different between the 
US and China. In spite of numerous attempts, 
US-based platform companies have not found 
success in China, and Chinese platforms – 
with the exception of TikTok – have not been 
successful in conquering the West. The public 
space and the opportunity to express one’s 
opinions are substantially different between 
the two jurisdictions. Information channels, 
the forces that influence them – gates and 
gatekeepers – are structured in different ways.

The situation is complicated by the fact 
that the internet is built on a decentralised 
model consisting of multiple participants, and 
there are clear tensions between countries as 
to what the best rules for the digital world are. 
While the internet’s technical functioning is 
governed by certain standards and principles, 

"Gatekeeping will change, but it 
will not disappear."
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and corporations have signed various declara-
tions or proposed a “digital Geneva Conven-
tion”, the global concentrations of power seek 
to shape digital culture according to their 
respective priorities.

This is illustrated by the differences 
between corresponding gatekeeping mecha-
nisms in the countries discussed in this 
working paper. In 2000, US President Bill 
Clinton commented on China’s plans to 
control the internet by saying “Good luck. 
That’s sort of like trying to nail Jello to the 
wall”. Nevertheless, China and Russia have 
achieved that goal by using their technological 
capabilities to centralise power relating to 
domestic policy and restrict the flow of infor-
mation. The United States and the EU, for 
their part, have been struck by the problems 
caused by social media, including disinforma-
tion, political polarisation and the emergence 
of new concentrations of power.

In this equation, the EU is an entity that 
seeks to solve gatekeeping-related issues 
without any of the large platform companies 
being headquartered within its geographical 
borders. This is not an ideal situation, but it 
does not mean that the EU does not have 
agency. In fact, European countries are an 
exception in the global picture, because they 
collectively represent a strong bloc that is 
capable of regulation, not because their public 
sphere is increasingly defined by foreign 
platform companies. In the field of disputes 

concerning the information environment, the 
EU has a fairly clear agenda (harm prevention 
relating to gatekeeping power), ideology 
(liberal democracy) and capabilities (regula-
tion and soft power), which may serve as the 
foundation for what the media welfare state of 
the digital age will look like.

In addition to regulating the platform 
giants, the EU needs a clearer vision of how 
strongly it is prepared to support gatekeeping 
that strengthens democratic values. The social 
media platforms launched for test use by the 
European Data Protection Supervisor (EDPS) 
in 2022 (EU Voice and EU Video) are signs of 
the EU’s desire to strengthen its digital sover-
eignty by building new infrastructure, too. 
According to the EDPS, these services should 
be seen as the first steps towards alternative 
social media platforms that have no advertise-
ments, are not commercial and do not collect 
data on users (European Data Protection 
Supervisor 2022). The idea of a public service 
social media platform may seem amusing, but 
it can be given context by recalling the impor-
tant market-balancing role that publicly 
funded national broadcasting companies have 
played in many European countries. It may 
not be possible to blaze a path towards a 
healthier media and information environment 
merely through the development of regulation. 
Any regulatory measures may need to be 
complemented by robust structural measures 
targeted at different layers of the tech stack.
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